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Abstract The beta-lactam-based antibiotics are among
the most prescribed and effective antibacterial agents.
Widespread use of these antibiotics, however, has created
tremendous pressure for the emergence of resistance
mechanisms in bacteria. The most common cause of
antibiotic resistance is bacterial production of actamases
that efficiently degrade antibiotics. The metallo-beta-
lactamases are of particular clinical concern due to their
transference between bacterial strains. We used molecular
dynamics (MD) simulations to further study the conforma-
tional changes that occur due to binding of an inhibitor to
the dicanzinc metallo-beta-lactamase from Bacteroides
fragilis. Our studies confirm previous findings that the
major flap is a major source of plasticity within the active
site, therefore its dynamic response should be considered in
drug development. However, our results also suggest the
need for care in using MD simulations in evaluating loop
mobility, both due to relaxation times and to the need to
accurately model the zinc active site. Our study also reveals
two new robust responses to ligand binding. First, there are

specific localized changes in the zinc active site—a local
loop flip—due to ligand intercalation that may be critical to
the function of this enzyme. Second, inhibitor binding
perturbs the dynamics throughout the protein, without
otherwise perturbing the enzyme structure. These dynamic
perturbations radiate outward from the active site and their
existence suggests that long-range communication and
dynamics may be important in the activity of this enzyme.
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Introduction

Among the most prescribed and effective antibacterial
agents are beta-lactam based antibiotics such as the
penicillins, cephalosporins, and carbapenems (Fig. 1) [1, 2].
These agents retard bacterial growth by inhibiting the
transpeptidase activity necessary for bacterial cell wall
synthesis [3, 4]. However, the widespread clinical and
agriculture use of antibiotics has created tremendous
selective pressure for the emergence of antibiotic-resistance
mechanisms in pathogenic bacteria [5–9].

Bacteria develop resistance to antibiotics through a
variety of mechanisms including production of antibiotic
efflux pumps and modification of bacterial substrates such
as cell wall components. However, the most common cause
of antibiotic resistance is through the bacterial production
of enzymes (lactamases) that intercept and degrade anti-
biotics with high efficiency.

Two well-established strategies to rescue the bactericidal
activity of beta-lactam based antibiotics in infections with
lactamase-producing bacteria have emerged. One is to
develop new beta-lactam-based antibiotics through medic-
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inal chemistry derivatization of existing agents in an effort
to thwart lactamase recognition and subsequent hydrolysis.
The other is to co-administer a lactamase inhibitor in
conjunction with a traditional beta-lactam-based antibiotic.
An example of this particular strategy is Augmentin, a
widely prescribed combination of amoxicillin and clavulanic
acid, a potent inhibitor of serine beta-lactamases.

To date, more than 500 distinct beta-lactamases have
been described and grouped into four classes: A, B, C and
D [10–12]. Class B (also known as group 3 [13]) includes
the metal-containing (metallo) beta-lactamases (MBL).
Although not common in the United States, MBL-harboring
isolates represent a considerable public health concern as
MBLs possess the widest substrate specificity of all beta-
lactamases, and hydrolyze all current beta-lactam-based
antibiotics. They tend to have high turnover rates (kcat)
and broad specificity (high kcat/Km) [14–16], and exhibit
little susceptibility to clinically approved beta-lactamase
inhibitors [15].

Of great concern for clinicians, MBL genes are rapidly
being transferred between bacterial strains by plasmid [17]
and integron-borne [18–20] dissemination pathways. This
has an impact both on the rate of mutation of MBL genes
and on the range of affected bacterial strains. Furthermore,
MBL and aminoglycoside resistance genes are frequently co-
transferred [21–24]. Therefore outbreaks of MBL-associated
infections are anticipated to continue to increase in severity,
incidence, and in breadth of associated strains [25–28].

Metallo-beta-lactamases of subgroup B1 have two zinc
sites: a “Zn1” site where the zinc is coordinated by three
histidines and a bridging hydroxide; and a “Zn2” site, in
which a second zinc is coordinated by an aspartic acid, a
cysteine, a histidine, the bridging hydroxide, and a solvent
molecule. Representative of subgroup B1 MBLs are CcrA
from Bacteroides fragilis [29] and IMP-1 and VIM-2, both
of which are secreted by several bacterial species [30]. B2
MBLs have the same zinc sites as B1, with the distinction
that one Zn1-coordinating histidine is replaced by an
asparagine. Representative of subgroup-B2 MBLs is ImiS
from Aeromonas sobria [31]. B3 MBLs have the same two

zinc sites as B1, with the distinction that the cysteine
coordinating Zn2 is replaced by a histidine. Representative
of B2 MBL is the L1 enzyme from Stenotrophomonas
maltophilia [32]. The B1 and B3 MBL subgroups are most
active when bound to two zinc ions [33–35], while the
B2 enzymes are most active when bound to one zinc ion
[36, 37].

Isolates from many bacterial strains in healthcare-
associated infections have been reported to produce
MBLs, including IMP-1- and VIM-1-positive clinical
isolates of Pseudomonas (aeruginosa, putida, fluorscens,
and stutzeri species), Serratia marcescens, Acinetobacter
baumannii, Klebsiella (oxytoca and pneumoniae species),
and Enterobacter (aerogenes and cloacae species) [38, 39]
and L1-positive clinical isolates of Stenotrophomonas
maltophilia [40–43]. The latter, for example, is a significant
pathogen in healthcare-associated outbreaks of infection in
immunosuppressed and/or immunocompromised patients
[40–42]. In addition to possessing a subgroup B3 MBL,
these organisms are typically resistant to most antibiotics
due to low outer membrane permeability [43] and to the
production of a non-metallo beta-lactamase [38, 39].

Since their initial description in Japan in 1988, the
incidence of MBL-positive isolates has increased dramati-
cally worldwide. MBL-producing isolates have been
reported in 60.7% of Korean hospitals. In one series, 94%
of randomly selected isolates of S. maltophilia were MBL-
producing [44]. In Taiwan, 40 of 140 multiresistant K.
pneumoniae isolates were IMP-positive by hybridization
[45]. In Korea, 11.4% of imipenem-resistant P. aeruginosa
and 14.2% of imipenem-resistant A. baumanii isolates
produced MBLs [68]. The incidence of MBL-possessing
P. aeruginosa in Brazilian hospitals is 20–30% [45, 46].
VIM-2-positive P. aeruginosa has been reported in France,
Italy, Greece, Spain, Poland, Croatia, Germany, Belgium,
Venezuela, Chile, Argentina, Korea, Japan, Taiwan, Saudi
Arabia, and the United States. The first VIM-2-positive
P. aeruginosa isolates were reported in Texas and New
Mexico in 2004 and the first IMP-1-positive isolate was
reported in New Mexico in 2006 [47, 48]. The first

Fig. 1 Structures of common beta-lactam antibiotics
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nosocomial outbreak of VIM-2-positive P. aeruginosa was
reported in Chicago in 2005, affecting six patients in a
trauma intensive care unit [49]. Upon implementation of
MBL screening methods, a further 11 cases were identified
over an 18-month period at this hospital alone. Clearly, the
world-wide incidence of MBL production and positivity in
clinical isolates is increasing dramatically.

As noted above, beta-lactam antibiotic co-administration
with a beta-lactamase inhibitor has proved to be an
effective therapeutic strategy for antibiotic-resistant isolates
that possess serine beta-lactamases (classes A and D).
However, clinically approved combination beta-lactam anti-
biotics, including carbapenem combinations, are not effec-
tive against MBL-harboring strains. Development of
combination therapeutics (such as Augmentin) to combat
MBL-harboring strains has been complicated by a number
of factors including subtle active-site heterogeneity among
individual MBL sub-types [50] and intrinsic active-site
plasticity, which greatly complicates derivatization of
existing beta-lactam-based antibiotics [51–54].

The aggregate of broad specificity of MBLs, their ability
to rapidly hydrolyze all clinically useful beta-lactam anti-
biotics, and apparent ease of dissemination between
bacterial strains, when coupled with insufficient market to
justify investment by the pharmaceutical sector and
occurrence in a healthcare-associated setting could result
in what has been characterized by Walsh and co-workers as
a “clinical catastrophe” [45].

Given the relative dearth of commercial development of
novel antibiotics, or of MBL inhibitors that can be used in
combination therapeutics, it is important to explore efficient
means by which potential therapeutics can be identified and
commercially developed for clinical use. Computational
approaches to model target protein structure, dynamics, and
the virtual screening of compound libraries represents an
effective strategy for identification of potential therapeutic
scaffolds and lead compound generation to speed drug
discovery while reducing development costs.

Computational efforts to develop novel antibiotics and
lactamase inhibitors are highly dependent on reasonably
accurate models of target structure, dynamics, and protein–
drug interactions. For modeling of metal-containing
enzymes, there exist a number of ways in which to treat
metal–protein interactions relevant to the overall protein
fold and catalysis. For zinc-containing proteins, the zinc
can be treated purely as a charged van der Waals (vdW)
sphere [55], or the atom can be directly bonded to its
coordinating residues. For these methods, charges and other
parameters are obtained from quantum mechanical calcu-
lations [53]; therefore, the force field model must be
remade for every active site and every ligand. Other
methods include a more general parameterization of the
zinc interactions including nonadditivity and polarization

[56]. A more recent model for zinc is the cationic dummy
atom approach (CaDA) developed by Pang and co-workers
[57, 58]. The approach, which is simple and general, has
been reported to be more realistic than earlier models,
which treated zinc atoms as charged vdW spheres [59, 60].

Of the MBLs studied thus far, the enzyme from
Bacteriodes fragilis has been the subject of comprehensive
computational and experimental characterization of the
polypeptide-chain dynamics of both the free protein and
in complex with the proprietary inhibitor 3-[2′-(S)-benzyl-3′-
mercaptopropanoyl]-4-(S)-carboxy-5,5-dimethylthiazolidine
(SB225666). Two essentially identical X-ray structures of
the apo B. fragilis enzyme have been reported (PDB ID
1ZNB and 2BMI, [29, 61]. The overall structure consists of
a four-layered αβ/βα motif [32]. The enzyme active site
resides at one end of the beta-sandwich and contains the
binuclear zinc site. A standard numbering scheme for MBLs
was suggested initially by Gallini and co-workers and later
expanded by Garau and coworkers [16, 62]. However, to
simplify the comparison of the results reported here to
previous computational investigations [53], we number the
amino acids beginning with serine 1. Here, Zn1 is
coordinated by three histidine residues (His79 Nε, His81
Nδ, and His142 Nε) and a single water molecule. Zn2 is
coordinated by Asp83 Oδ2, Cys161 Sγ, and His203 Nε) and
two water molecules. One water molecule (“Wat1”) is
coordinated by both zinc ions. This bridging water is
thought to exist in a hydroxide form and is believed to
mount a nucleoophilic attack on the antibiotic substrate,
ultimately leading to its hydrolysis [35, 63].

Flanking the enzyme active site is an extended beta-flap
(also known as the “major flap”) consisting of residues
Leu23 through Ser34. Another “minor loop” (residues
Ala168 through Ser175) sits roughly opposite the major
flap centered about the binuclear zinc site. Previous
computational work, crystallographic temperature factors,
as well as heteronuclear nuclear Overhauser effect (NOE)
data derived from nuclear magnetic resonance (NMR)
experiments suggest a high degree of conformational
plasticity associated with the major flap and minor loop
[29, 51–53]. This plasticity is clearly a deterrent to the
development of novel beta-lactam based antibiotics. Simple
derivatization of existing beta-lactam scaffolds may result
in drugs that possess bactericidal activity, but the dynamics
and active-site plasticity of this and similar MBLs allows
for structural accommodation and hydrolysis of a wide
range of structurally diverse antibiotic substrates [52].

In this study, we performed molecular dynamic (MD)
simulations of the MBL from Bacteroides fragilis in the
presence and absence of the inhibitor SB225666 using the
CaDA approach as implemented in the AMBER MD suite
[64]. We compare the results of these simulations to
previously published investigations and extend our compar-
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isons to experimentally derived dynamic data. Specifically,
we report the results of three different nanosecond
timescale simulations. One simulation is of the apo
lactamase (apo refers to lack of inhibitor-binding, not
absence of zinc). Two simulations are of the lactamase in
complex with SB25666. The difference between the two
bound simulations laid in different docking protocols leads
to slightly different structures and dynamics.

Materials and methods

Initial model building and refinement, apo structure

The modeling of Zn-binding proteins presents several
challenges, most notably how best to treat the Zn2+ ions
computationally. For example, in recent efforts to model the
IMP-1 MBL from B. fragilis, Irwin and co-workers [69]
treated each Zn atom independently, placing the full +2
formal charge at each Zn center without spatially distribut-
ing the charge. However, Zn2+ can be modeled as being
purely non-bonded, or treated as mixed bonded and non-
bonded for two-zinc systems [53]. Zinc-bound atoms can
also be modeled as cationic “dummy” atoms (CaDA)
possessing a tetrahedral charge distribution [57, 58]. While
each method has its advantages, the CaDA approach allows
for modeling of the binuclear Zn active site without having
to covalently attach the coordinating residues/side chains to
the Zn atoms. Consequently, this may more accurately
reflect the overall electrostatic landscape of the MBL
binding pocket. In a study comparing non-bonded and
CaDA approaches for modeling Zinc using the IMP-1 MBL
from P. aeruginosa, Oelschlager and co-workers [59, 60]
determined that a better representation of the IMP-1 MBL
active site was obtained using the CaDA model, with either
deprotonated or protonated inhibitor docked into the
active site. Furthermore, they found that the overall
architecture of the binuclear Zn site (internuclear distances
and angles between Zn dummy atoms and the coordinat-
ing residues and bridging water molecule) was maintained
over nanosecond-timescale simulations at a temperature of
300 K. For MD simulations of the MBL from B. fragilis,
the coordinates from the 2BMI X-ray crystal structure
(resolved to 2.0 Å, PDB entry 2BMI, chain “A” only [61])
were used to construct an initial model. Zn-coordinating
histidines 79, 81, 142 and 203 were modeled as histidinates,
while Asp83 and Cys161 sidechains were assumed to be
deprotonated at the Oδ2 and Sγ positions, respectively.
Asp176, which resides in the second coordination sphere for
Zn1, was protonated to form a hydrogen bond to the side
chain of histidinate 81. To simplify model construction,
tetrahedral coordination geometry was assumed for both Zn1
and Zn2. Prior to modeling, all crystal waters except the

bridging water oxygen were removed. The bridging water
was assumed to exist in hydroxide form. Zinc dummy
atoms were created as previously described [58, 59]
using zinc, histidinate and hydroxide force field terms
and electrostatic potential energy library files graciously
provided by Y.P. Pang at the Mayo Clinic College of
Medicine, Minneapolis.

The apo structure was further refined in two steps using
the AMBER8 suite of MD simulation algorithms [64], an
NPT ensemble and the ff03 force field [70]. The structure
was initially energy minimized by performing a steep-
decent in vacuo minimization (1,000 steps, conjugate
gradient) to relieve bad steric interactions. The structure
was then charge neutralized and solvated with the LEAP
module of AMBER8, which required adding ten sodium
counter ions and a TIP3P water box with 9,007 water
molecules in an isometric truncated octahedral box of
76.937 Å. A solvated MD simulation was then performed
in four steps. A minimization with a tightly restrained
protein (1,000 steps, conjugate gradient, 500 Kcal/mol Å2

force constant) was first performed to relieve bad contacts
in the surrounding solvent, followed by an unrestrained
minimization (1,000 steps, conjugate gradient) to relieve
bad contacts in the entire system. This was followed by a
20 ps simulation, with weak restraints (10 Kcal/mol Å2

force constant) on the protein, raising the temperature from
0 to 300 K to relax the position of the solvent molecules.
This was then followed by a 5 ns constant-temperature
(Langevin dynamics 2 ps time-constant 1/ps collision
frequence) production simulation . The simulations all
shared the following common parameters as implemented
in the SANDER module of AMBER842: constant pressure
(1 atm) with isotropic position scaling using a Langevin
barostat with a collision frequency of 1.0/picosecond and
2 ps time-constant; the SHAKE algorithm to constrain
hydrogen bond lengths; a 2 fs timestep, 10 Å nonbonded
cutoff, coordinate saving every 1 ps, and Particle Mesh
Ewald with default parameters (81 grid points in each
dimension, cubic spline interpolation). Any parameters not
specified were unchanged from the defaults.

Initial model building and refinement, inhibitor-bound
structure

Initial structural models for the inhibitor-bound form of
the enzyme were created as follows. A 3D structure of
SB225666 was generated by first using the Java Molecular
Editor (JME) to produce a molecule SMILES representa-
tion of SB225666 [73]. The SMILES representation of the
inhibitor was then input into the online SMILES translator
and 3D structure coordinate file generation resource
available through the Computer-Aided Drug Design group
of the Laboratory of Medicinal Chemistry at the National
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Cancer Institute, National Institutes of Health [77]. The 3D
structure coordinate file of SB225666 was then manually
edited to match atom number and naming conventions
consistent with pdb format for input into the Antechamber
module of AMBER 8. The inhibitor was modeled to carry a
net −2 charge, by deprotonating the carboxylic acid moiety
and by removing the proton associate with the thiol portion
of the inhibitor. The carboxylic acid moiety would be
deprotonated at physiologic pH, and the thiol group would
be deprotonated, poised to displace the negatively charged
shared hydroxide, consistent with structures of other thiol
centric inhibitors [74]. Force field terms and preparatory
files necessary to model the inhibitor were obtained using
the Antechamber module of AMBER, the general AMBER
force field [75, 76] and employing a AM1-BCC charge
method.

The 3D structure coordinate file for SB225666 was
docked manually into the active site of the lactamase (PDB
ID 2BMI) by placing the negatively charged sulfur at the
position of the shared hydroxide at the binuclear zinc site.
The inhibitor was oriented such that the phenyl group was
directed toward the putative hydrophobic patch thought to
accommodate the beta substituent of beta-lactam-based anti-
biotics [29]. For the inhibitor-bound model, the binuclear
zinc active site was treated identically as described for the
apo form.

Following in vacuo minimization, the complex was then
charge neutralized (11 sodium counterions), solvated using
a TIP3P water box (8,975 water molecules in an isometric
truncated octahedral box ), and the system was minimized
in steps identical to those procedures described for the apo
structure. The choice to first charge-neutralize, solvate and
system-minimize versus first solvate, then charge-neutralize
should in principle generate comparable starting structures.
However, we noted that the sequence of neutralizing, then
solvating resulted in a sodium counterion being placed
well within the active site of the enzyme, poised to counter
the negative charge of the carboxylic acid moiety of the
inhibitor (approximately 2.2 Å distant). Interestingly, the
process of solvating, and then charge-neutralizing resulted
in a counterion being placed in the proximity of the
carboxylic acid moiety, approximately 1.1 Å more distant,
and displaced out of the enzyme active site. The two
procedures (neutralize-solvate versus solvate-neutralize)
each followed by system minimization also resulted in
two different inhibitor orientations within the active site.
For the first pose (neutralize-solvate), the two methyl
groups at the 5 position of the thiazolidine ring were
opposite Trp29, while the phenyl moiety of the inhibitor
oriented out from the beta sandwich. The second pose
(solvate-neutralize) resulted in the phenyl group of the
inhibitor interacting closely with a hydrophobic patch
located at the base of the major flap formed by residues

Ala24, Ile26, Val32 and Ile52. This hydrophobic patch is
thought to accommodate the beta substituent of many beta-
lactam antibiotics [29], and may be a more realistic
representation of the actual orientation of SB252666 within
the enzyme active site. This particular observation is
noteworthy in itself; however, the choice to charge-
neutralize then solvate or vice versa should be considered
when employing such procedures. Nonetheless, we pursued
subsequent nanosecond timescale MD simulations of each
pose so as not to bias the outcomes of our subsequent
analyses. Due to the time-scale of apparent equilibration of
pose two, a total of 10 ns simulation was conducted.

Analysis of simulations

In order to ensure that the analysis of the different
simulations compared equivalent equilibrated trajectories,
where averaging was required, i.e., Figs. 5 and 7, only the
initial portions of the simulations were not considered, i.e.,
2.5 ns–5 ns for the apo and the first docked pose, and 5–
10 ns for the second pose. For the remaining measures, the
entire production simulation was analyzed.

Root mean square deviation calculations

Each trajectory (5 ns for the apo and pose 1, 10 ns for pose 2),
was aligned to the initial structure of the corresponding
production simulation to minimize the alpha-carbon root
mean square deviation (RMSD) from the initial structure. The
RMSD for each frame, saved every 1 ps, was then recorded.

Clustering analysis

K-means clustering was performed in order to confirm the
apparent equilibration found from the RMSD calculations
and to identify representative structures for visualization.
First, the centers of geometry for each residue in each
aligned frame from each simulation were calculated. This
resulted in 229 3D time series for each simulations. These
time-series were then clustered using k-means clustering on
the Euclidean distance between each time-series to obtain
three sets of clusters, one for each simulation. Cutoffs of
1.0, 1.1, and 1.5 Å were used to construct different sets; the
results were robust with regards to finding a single
dominate cluster after an initial time period, which varied
among the simulations, as discussed in the Results. The
structures closest to the center of the equilibrated clusters
were used for visualization.

Covariance analysis

In order to determine the presence of correlated fluctua-
tions, equal-time correlations of position fluctuations were
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calculated for the alpha-carbons in each simulation. To
prevent the equilibration period from adding rare fluctua-
tions to the correlations and thereby biasing them, the initial
half of each simulation was discarded during this analysis.
The remaining portion of each aligned simulation was
realigned to the average structure obtained from the
remaining portion of the aligned simulation in order to
minimize artifacts from rotation or translation. Then, from
each simulation, a new average structure was calculated,
alpha-carbon fluctuations calculated and the correlations
calculated and normalized to obtain three covariance
matrices.

Although covariance matrices are often compared
visually to ensure an unbiased comparison, the ligand
covariance matrices were subtracted from the apo covari-
ance matrix and those covariances whose differences were
3 standard deviations above the mean were identified as the
most likely to be significant.

Root mean square fluctuations

As with the covariance analysis, the last half of each
simulation was used to calculated atom root mean square
fluctuations, which were then averaged over each residue.
Note that these are directly proportional to B-factors.

Hydrogen bond analysis

There are 722 hydrogen bond donors and acceptors within
the protein. In each frame, a value of 0 or 1 was assigned to
each hydrogen bonding partner depending on whether it
was in a hydrogen bond, as defined using standard
CHARMM cutoffs of 2.4 Å for the heavy atom-hydrogen
distance and 180° for the angle cutoff, in that particular
frame. This was performed across all three simulations and
the correlation coefficient between each of the 722
hydrogen bond time-series and a time-series of the Zn–Zn
distances were calculated. Those hydrogen bond partners
with Pearson correlation coefficients greater than 0.4 were
selected as highly correlated and the identity of the
hydrogen bonding pairs confirmed by recalculating the
hydrogen bonding partners for an identified hydrogen bond
acceptor/donor over for the course of the simulations.

Results and discussion

Simulations equilibrate within at most 4.5 ns, but with
different convergence behaviors

A comparison of the three simulations by either RMSDs
(Fig. 2), or a clustering analysis (Fig. 3) demonstrates that
the three simulations are all equilibrated within, at most,

4.5 ns. In order to consider the simulations as properly
equilibrated, we would expect to see a leveling off of the
RMSD (although possibly with fluctuations representing
conformational changes) and either a single cluster in
clustering analysis, or several clusters through which the
protein fluctuates. The clustering analysis should be a more
precise measure of equilibration as it is an all-on-all
analysis as opposed to a comparison to a single reference
point. The length of the apparent equilibration period does
suggest a problem with earlier simulations, conducted by
the present authors and others, which were on shorter
timescales.

The apo protein equilibrates within 2–3 ns, as suggested
by the RMSD, and a clustering analysis (not shown)
indicates that the protein is in a single cluster (Fig. 3), with
only rare excursion to other clusters, after ∼3 ns. This
relaxation to a single cluster of conformations, along with
the reasonable overall RMSD of ∼2 Å suggests that the MD
simulation accurately represents the overall conformational
flexibility of the apo protein, after an initial equilibration
period, and that the protein does not undergo significant
overall conformational changes on the nanosecond time-
scale; this does not rule out local conformational changes,
as we will discuss later.

The two docked structures exhibit very different behaviors.
The first docked pose appears to equilibrate quickly; within
1 ns according to either RMSD or clustering, although there
are greater fluctuations afterwards than in the apo simulation
(Fig. 2). However, the second docked structure suggests a
different picture, in which the conformational relaxation
requires ∼4.5 ns. This suggests that the ligand induces
conformational changes in the protein that require a more
extensive equilibration period, but which result in a single

Fig. 2 Root mean square deviations (RMSDs). The alpha-carbon
RMSDs (calculated for each snapshot saved every 1 ps) from the X-
ray structure are plotted as a function of time for each of the three
simulations: black apo, blue pose 1, green pose 2
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global protein conformation (Fig. 3), as confirmed by
clustering analysis. These two apparently different effects
of ligand-binding will be reconciled in the remainder of the
article.

The protein conformational response is localized
predominately in the active site and zinc-binding loops

A comparison of the structures of the centroids of the
equilibrated clusters from the three simulations clearly
shows the localization of the protein response in two
different loops in the active site. First, the major loop
(residues 22–35) samples different conformations depend-
ing on the presence or absence of the inhibitor (Fig. 3).
Even depending on how the inhibitor is docked (pose 1
versus pose 2), the precise conformations sampled by the
active site loop vary. Second, in the inhibitor-bound
structures there is a localized flip away from the zinc
atoms in a loop that appears to be indirectly involved in
complex formation. The flip is localized to residues 80, and
82–84; beyond this region the differences between the
alpha-carbon positions of the different amino acid cluster
centroids are less than the sum of the alpha-carbon root-

mean fluctuations. The flip is largest at residue 82, 4.5 Å
difference between the apo and pose 2 cluster, and
decreases to between 1.3 and 1.9 Å for residues 80, 83,
and 84. The flip occurs in the residues surrounding two
zinc-binding residues, 79 and 81. This change is indepen-
dent of the inhibitor docking pose. The conformational
changes in the major loop are not unexpected; they have
been reported before and are expected to be involved as
part of catalysis. However, our simulations suggest that the
ensemble of conformations populated depends critically on
the nature of the ligand binding pose, and are different from
those adopted in the apo protein (Fig. 3). This may explain
the differences observed among the different bound
simulations; the loop response depends critically upon the
ligand orientation, which does not interconvert on a 5–
10 ns timescale.

The observation of a conformation change in the loop
lateral to the zinc center is new, and consistent with NMR
chemical shifts of residues within the vicinity of the
enzyme active site that are not directly involved in substrate
binding, in particular for the Trp80 indole [51, 52]. Again,
the conformational change of this loop appears independent
of the ligand docking pose (Fig. 3), suggesting that the
change is a response to the intercalation of the sulfur from
the inhibitor between the zinc atoms. We believe that this
flip is likely due to intercalation of the negatively charged
sulfur moiety of the inhibitor, which is supported by the
observed increase in zinc–zinc distance (Fig. 4). As this flip
appears to be the local response to the increased zinc–zinc
distance, it suggests that this region may play a role in
controlling the zinc coordination. Otherwise we would have
expected a more delocalized response to sulfur binding in
the zinc coordination shell. If the change in the zinc–zinc
distance is a general phenomena in ligand binding, which

Fig. 4 Zinc–zinc distance. The distance (Å) between the two zinc
ions for the apo (black), first pose (blue) and second pose (green)
simulations for each snapshot saved every 1 ps

Fig. 3 Structural comparisons of apo protein and bound complex. The
centroids of the most populated cluster from each of the three
simulations are depicted: white apo, blue pose 1, red pose 2. The
clusters were obtained from a 1.1 Å radius k-means clustering of
snapshots saved every 1 ps in the simulation. The protein is depicted
in the new cartoon representation, the inhibitor in a bonded
representation, and the zinc atoms in van der Waals (vdW)
representation. Note, the blue and red zinc atoms overlap almost
completely. This figure was prepared using VMD (http://www.ks.uiuc.
edu/Research/vmd/)

J Mol Model (2009) 15:133–145 139

http://www.ks.uiuc.edu/Research/vmd/
http://www.ks.uiuc.edu/Research/vmd/


would be expected if ligands interacts with both zincs, the
loop would allow for ligand binding without disruption of
zinc coordination. If this region were to become more rigid,
then the increase in zinc–zinc distance induced by binding
should either disrupt other portions of the active site, or the
zinc–zinc distance change would be prevented due to the
overall rigidity of the active site. A disruption of the active
site could occur through a different loop flip; however, the
loop affected is a unique loop in the active site. We suspect
that the more likely outcome would be a more general
disruption of the active site geometry. As a result, we
hypothesize that making this loop more rigid should disrupt
the function of the enzyme, as articulation of the enzyme
within the catalytic transition states and/or distance response
in the zinc coordination shell would be less-than-optimal for
efficient lactam hydrolysis.

In pose 2, there is a brief excursion to exceptionally
large zinc–zinc distances of up to 5.2 Å. This excursion is
short and occurs only once, and so its significance is
unknown. However, it is interesting to see if this excursion
is due to another specific conformational change in the zinc
active site or in the protein as a whole. This does not appear
to be the case; the greatest change in conformation is in the
same zinc binding loop that flips in response to ligand
binding, although there are other slight rearrangements
throughout the active site (Figures S1, S2). This further
suggests that the lateral zinc-binding loop may be especially
important in controlling the binding of zinc in the binding site,
but that the remainder of the zinc active site is sufficiently
flexible to allow for changes in the zinc–zinc distances once
the lateral zinc binding loop has changed conformation.

Changes in correlated motions involve residues radiating
out from the zinc ions

Another measure of the response to inhibitor binding and
the dependence of the response on orientation of the
inhibitor is the residue–residue covariance matrix (Fig. 5),
which measures correlations between the positional fluctua-
tions of the different residues. The covariance matrices
show limited variability among the different simulations
(Fig. 5a–c), especially when the two different ligand
simulations are compared (Fig. 5a,b). A calculation of the
covariances that change most significantly between the apo
and bound simulations (Fig. 5d,e) shows that the protein
dynamic response to ligand binding is limited, and largely
independent of the binding pose (Fig. 5d–f). A detailed
analysis of the differences in correlated motions due to
ligand binding shows that there are several small regions of
difference, many of which show changes in correlated
motions with each other. These regions are, approximately,
residues 28–34, 49–58, 80–86, 104–110, 115–125, 130–
133, 146–148, and 180–186.

The location of these residues (Fig. 6) in the protein
shows that they form chains that connect to the binding site
either directly or through residues in areas with perturbed
conformations, but not perturbed dynamics. This suggests a
generic delocalized dynamic response to binding that alters
the coupling of motions across the protein. The functional
significance of these changes is currently unknown. They
could be involved in mediating catalysis [65, 66], or could
possibly be a side effect of ligand binding. If these are
indeed involved in mediating catalysis, they could do so by
directly driving the catalysis, or by controlling the
conformational freedom of the complex. Direct driving
would require that the motions involving these residues
directly “push” the ligand–protein complex over an
activation barrier, whereas conformational control would
require these residues to be involved in a network of
interactions that preferentially stabilize specific protein–
ligand conformations that are optimal for catalysis. At this
stage, neither role can be ruled out.

Hydrogen bonding analysis indicate correlation between
zinc–zinc distances and specific hydrogen bonds

In addition to the localized changes in the active site,
hydrogen bonding analysis indicates that there are three
hydrogen bonds whose formation or rupture are correlated
with the changes in the zinc–zinc distance. The loss of a
hydrogen bond between the backbone oxygen of His 142,
one of the zinc-coordinating residues, and Asp 176 is
correlated with increasing zinc–zinc distance (correlation
coefficient −0.59). The gain of a hydrogen bond between
the backbones of Ala 177 and Val 179 is correlated with
changing zinc–zinc distance (correlation coefficient 0.43).
The loss of a hydrogen bond between the side chain of Trp
182 with either the backbone of Met 162 or with side chain
of Leu 186 is also correlated with increasing zinc–zinc
distance (correlation coefficient −0.41). This suggests that
there are specific hydrogen bonds between involving
residues in a secondary shell about the di-zinc active site
connecting the active site, His 142 specifically, to solvent
exposed residues Val 179 and Leu 186. Most of the
residues involved in these changing hydrogen bonds are
in or near a specific region (residue 180–186) implicated in
changes in correlation motions upon ligand binding, further
suggesting that this region may have functional importance
and so should be the subject of additional experimental
studies.

Differences in fluctuations further suggest specific locales
dynamically affected by ligand-binding

The final measure of the structural response to inhibitor
binding is determined from the root-mean-square (RMS)
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Fig. 5 a–f Correlated fluctuations. The covariance matrix of atomic
fluctuations for the alpha-carbons calculated across the three simu-
lations (apo, pose 1 and pose 2, respectively) are displayed in panels
a–c, with intense red indicating perfect correlation, intense blue
indicating perfect anticorrelation, and yellow no correlation. d, e
Covariance matrices for the bound simulations (pose 1 and pose 2,

respectively) are subtracted from the apo covariance matrix, and those
covariances that change by more than 3 STDs are then depicted in
blue if the apo simulation showed higher correlation, and in red if the
bound exhibited higher correlations. f The matrices in panels d and e
are added and divided by two to demonstrate the consistency of the
dynamic response of the protein to binding
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fluctuations (Fig. 7). RMS fluctuations show changes that
are independent of binding-mode in two regions. First,
there is rigidification of the helix encompassed by residues
109 though 115. Interestingly, this region overlaps and
connects with two other regions (residues 104–110, and
115–125) that exhibit perturbed correlated motions. This
region also interacts with the zinc-binding loop (residues
80–85). These two observations suggests that changes in
the zinc-binding loop lead to the rigidification of this
region, which in turn leads to changes in correlated
motions. Second, the major flap (residues 22–35) shows
increased flexibility upon binding of SB225666. Here, the
two ligand-bound simulations show surprisingly similar
changes despite the differences in major loop conforma-
tions. These changes are especially significant in residues
25–31, including the apex of the major flap, which strongly
interacts with the inhibitor in the complex. The magnitude
of the changes, and the similarity between the two bound
simulations further suggest that ligand binding changes and
broadens the ensemble of loop conformations adopted away
from the apo structure. These results further indicate, at
least the in two orientations sampled here, that the change

in conformational flexibility is similar regardless of inhibitor
pose. There is one region (for residues ∼50–55) that shows
significant differences depending on ligand orientation.
There is a general increase in flexibility due to binding, but
it is significantly more in the first binding pose. This
predominately helical region also interacts with the zinc-
binding loop (residues 80–85), and so the change in
flexibility is likely due to the perturbation of the zinc-
binding loop, which arises from the intercalation of the
inhibitor between the zinc atoms. This region can also
interact with the major loop in some conformations,
especially those adopted when the inhibitor is in pose 2.
This likely explains the variability in flexibility between the
two inhibitor-bound simulations.

Conclusions

The results of this study have implications for the molecular
function of the MBLs, for the use of molecular simulations
in probing the biological function of key residues in the
action of MBL hydrolysis of antibiotic substrates, and in
the design of novel MBL inhibitors.

Our findings show that the timescales needed for system
relaxation suggest that previous computational efforts may
have focused on timescales too short to capture key aspects
of MBL dynamics and structural response to substrate/
inhibitor binding. Around 5–10 ns appears to be the
minimum time necessary to relax an inhibitor-bound
MBL, even around a single binding pose. As we have
seen, two different binding poses exhibit different loop
conformation indicating that longer simulation times are
necessary to explore conformational interchange among

Fig. 7 Residue-averaged root-mean-square (RMS) fluctuations. The
RMS fluctuations for each residue in the apo (black), pose 1 (blue)
and pose 2 (green) are plotted in units of Å2

Fig. 6 Structural mapping of the most dynamically perturbed
residues. Regions that exhibit the greatest perturbation in correlated
fluctuations are placed into their structural context. The three
conformations from Fig. 1 are depicted in blue (first pose), gray with
red inhibitor (second pose) and white (apo) . Residues exhibiting the
greatest perturbation in their correlated motions (Fig. 4f) are depicted
in orange, and those residues that connect the latter to the binding site
are depicted in yellow. For clarity, the orange and yellow residues are
shown in the conformations adopted in the centroid for pose 2
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different binding poses. Furthermore, different initial con-
ditions are required to adequately probe the possible effects
of substrate/inhibitor binding.

Our findings also show that an accurate representation of
the electrostatic landscape of the binuclear zinc site is
required to reasonably perform MD simulations of MBL
structure in order to obtain information on the conforma-
tional changes and dynamics of the entire protein complex.
These simulations clearly show that there is a change in the
zinc–zinc distance, which in turn causes a specific response
in the zinc-binding loop. This then propagates throughout
the enzyme structure to cause subtle changes in dynamics
and flexibility. These delocalized changes, discussed in
detail below, are generally in agreement with experimental
studies that have shown the importance of interactions
within the secondary sphere surrounding the metal center in
metallo-beta-lactamases [67]. For example, mutations in
secondary shell residues not directly involved in zinc
binding can affect the catalytic efficiency and/or substrate
specificity of an MBL while retaining a di-zinc active site
[68, 71, 72]. Our results suggest that some of the changes in
dynamics occur beyond the secondary shell around the di-
zinc active site. In order to observe these aspects of MBL
dynamics, a flexible zinc representation is clearly required
as previously used mixed bonded/nonbonded models of
zinc binding were apparently insufficiently flexible [53].
Our observations suggest caution in the use of MD
simulations to study binuclear zinc active sites. However,
careful analysis suggests that several conclusions regarding
the molecular function of these enzymes and for future drug
discovery efforts can be drawn.

There are at least two implications for future drug
discovery efforts. First, despite the lack of conformational
exchange with regards to the major flap and the inhibitor
binding pose, the dynamics of the protein are rather robust.
The perturbations due to ligand binding can be traced back
primarily to the increased zinc–zinc distance. This strongly
suggests that the response to binding by most of the protein
is rather generic. Furthermore, our results also suggest that
the bridging hydroxide becomes bound to only one metal
during binding. The implication of this is that the resulting
hydroxide should be nucleophilic enough for attack on the
beta-lactam carbonyl, whereas a bridging hydroxide may
not be. This is encouraging for future drug design efforts as
efforts to include conformational sampling in drug dis-
covery can focus on including variable major flap con-
formations. Second, we show that the conformation of the
tip of the major flap is highly dependent on the precise
binding pose adopted by the inhibitor. This confirms that
the major flap is indeed the primary source of plasticity
within the active site, and so should be considered in drug
development. In the future, these conformations will be
further used in drug screening.

In addition, our results have two notable implications for
possible molecular function, which may or may not be
relevant to drug discovery efforts. First, the molecular
conformational response to the increased zinc–zinc distance
from inhibitor binding is concentrated in the flip of a loop
indirectly involved in substrate/inhibitor binding, rather
then being delocalized across the entire active site. This
suggests that this loop may be critical in the function of the
enzyme. However, the zinc active site is then capable of
accommodating larger fluctuations in the zinc–zinc dis-
tance, at least as rare fluctuations, although the biological
relevance of such fluctuations is unknown. We hope that
interested experimentalists will be able to rigidify this loop
either by site-directed mutagenesis or chemical modifica-
tion, and determine if the function of the enzyme is indeed
disrupted. Such a disruption could occur through alteration
of enzyme–substrate interactions within the catalytic tran-
sition state(s) or by perturbing a required response in the
zinc coordination shell. In either case, the expectation is
that the active site would be less-than-optimal for efficient
lactam hydrolysis.

Second, we observe networks of residues whose dynamics
are perturbed, without corresponding perturbations in the
enzyme structure. This is the first prediction for perturbed
dynamics in the MBLs. Previous MD studies [53] did not
uncover such perturbations, presumably for a number of
reasons. The simulations were insufficiently long to have
confidence in any differences between the apo and inhibitor-
bound dynamics. Also, prior simulations did not have
sufficient flexibility in the zinc representations to allow for
perturbations in the zinc-binding loop. The latter is partic-
ularly important with respect to changes in dynamics for
residues that interact with this loop. The functional signif-
icance of these changes is currently unknown. They do
appear to comprise several potential “molecular wires” that
could be involved in mediating catalysis [65, 66] either
directly or through molecular interaction networks that may
stabilize catalytically important conformations. Or these
could merely be a side effect of ligand binding without
functional significance. The characterization of alterations in
MBL dynamics that occur upon ligand binding cannot
distinguish between these hypotheses as the changes that
appear to trigger these dynamic changes are also robust with
respect to binding pose. Mutations in these regions may
disrupt the connections and change the dynamics away from
those found in ligand-bound simulations. This could
determine if these changes are indeed functionally signifi-
cant, which would add the MBLs to the growing list of
proteins for which dynamics are functionally important. If
functional significance is established for these dynamical
perturbations, then further theoretical investigations should
be able to provide insight into the precise role of dynamics in
the catalysis of the metallo-beta-lactamase.
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